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ABSTRACT: Although many selection estimates have been published,
the environmental factors that cause selection to vary in space and
time have rarely been identified. One way to identify these factors is
by experimentally manipulating the environment and measuring se-
lection in each treatment. We compiled and analyzed selection esti-
mates from experimental studies. First, we tested whether the effect
of manipulating the environment on selection gradients depends on
taxon, trait type, or fitness component. We found that the effect of ma-
nipulating the environment was larger when selection was measured
on life-history traits or via survival. Second, we tested two predictions
about the environmental factors that cause variation in selection. We
found support for the prediction that variation in selection is more
likely to be caused by environmental factors that have a large effect on
mean fitness but not for the prediction that variation is more likely to
be caused by biotic factors. Third, we compared selection gradients
from experimental and observational studies. We found that selection
varied more among treatments in experimental studies than among
spatial and temporal replicates in observational studies, suggesting
that experimental studies can detect relationships between environ-
mental factors and selection that would not be apparent in observa-
tional studies.
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Introduction

There are more than 8,000 published estimates of pheno-
typic selection, measured as the relationship between quan-
titative traits and relative fitness (i.e., selection gradients and
differentials; Lande and Arnold 1983). These estimates demon-
strate that selection varies in space and time (Siepielski et al.
2009, 2011, 2013), presumably because the environmental fac-
tors that affect traits, fitness, or the relationship between traits
and fitness also vary in space and time (e.g., Weis et al. 1992;
Steele et al. 2011). However, the specific environmental fac-
tors that cause variation in selection are difficult to identify
without a thorough understanding of how organisms inter-
act with their biotic and abiotic environments (Endler 1986,
pp. 164-165; Wade and Kalisz 1990). Consequently, the en-
vironmental factors that cause variation in selection have
been identified in few study systems (MacColl 2011).

One commonly invoked prediction about the environ-
mental factors that cause selection to vary in space and time
is that variation in selection is more likely to be caused by
biotic factors than by abiotic factors. This prediction arises
from multiple sources, including Darwin (1859, chap. 3),
who argued that population size is limited more by interac-
tions with competitors and predators than by climate; Fisher
(1930, pp. 41-42), who argued that the rate of adaptation is
primarily limited by a species’ interactions with its compet-
itors and natural enemies because they are also evolving;
Thompson (2005, pp. 3-4), who argued that most evolution
is coevolution because all species depend on at least one
other species to survive and reproduce; and Calsbeek et al.
(2012), who argued that biotic factors are more important
causes of variation in selection because they fluctuate more
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rapidly and on a smaller spatial scale than abiotic factors.
Consequently, although there are hypotheses that predict
that abiotic factors should be important causes of evolution-
ary change (i.e., Court Jester hypotheses; reviewed in Bar-
nosky 2001) and evidence that abiotic factors cause varia-
tion in natural selection at a global scale (Siepielski et al.
2017), the idea that biotic factors are important agents of se-
lection is common in evolutionary biology. For example, se-
lection by biotic factors is central to the theory of indirect ge-
netic effects (Wolf et al. 1998) and the Red Queen hypothesis
(Van Valen 1973).

A second commonly invoked prediction about the envi-
ronmental factors that cause selection to vary in space and
time is that variation in selection is more likely to be caused
by environmental factors that have a large effect on mean
fitness. This prediction is based on the opportunity for se-
lection (I), which places an upper limit on the strength of
selection (Crow 1958). Because the opportunity for selec-
tion is estimated as the variance in absolute fitness (V) di-
vided by mean absolute fitness squared (W? Crow 1958;
Shuster and Wade 2003, chap. 2), it will be larger in envi-
ronments where mean fitness is relatively low than in envi-
ronments where mean fitness is relatively high, even if the
variance in absolute fitness does not differ between envi-
ronments. Consequently, in environments where mean fit-
ness is relatively low, selection should be stronger because
the opportunity for selection is larger (Arnold and Wade
1984; Rundle and Vamosi 1996; Shuster and Wade 2003,
chap. 2). The idea that environmental factors that have a
large effect on mean fitness are important agents of selection
is common in evolutionary biology. For example, pollina-
tors are predicted to exert stronger selection on floral traits
in populations where infrequent pollination causes mean fit-
ness to be relatively low (e.g., Sletvold and Agren 2014).

Both the prediction that variation in selection is more likely
to be caused by biotic factors and the prediction that varia-
tion in selection is more likely to be caused by environmental
factors that have a large effect on mean fitness have been sup-
ported in some study systems (e.g., Lau and Lennon 2011;
Pelletier and Coulson 2012) but not in others (e.g., Caruso
et al. 2005; Sletvold and Agren 2014). To test whether these
two predictions are supported across study systems, we com-
piled a database of selection estimates from experimental
studies. These experimental studies have not been included
in previous meta-analyses of selection estimates (Kingsolver
et al. 2001; Siepielski et al. 2009, 2011, 2013; Kingsolver and
Diamond 2011), in part because experiments are often con-
ducted in controlled environments (e.g., growth chambers,
experimental ponds) and may produce selection estimates
that are not representative of estimates from observational
studies in unmanipulated populations (e.g., Irschick 2003;
Zajitschek and Bonduriansky 2014). In the first type of ex-
periment included in our database, one or more environ-

mental factors was manipulated, and if selection differed
between treatments, then the manipulated environmental
factor was inferred to cause variation in selection (Wade and
Kalisz 1990). In the second type of experiment, replicate pop-
ulations were transplanted into two or more sites, and if se-
lection differed between sites, then one or more of the envi-
ronmental factors that differed between sites was inferred to
cause variation in selection (e.g., Etterson 2004).

The two types of experimental studies included in our da-
tabase can expose populations to a wider range of environ-
ments than observational studies, including environments
that are infrequently found in the wild (Wootton and Pfister
1998). Consequently, experimental studies may be able to es-
timate relationships between environmental factors and se-
lection estimates that would not be apparent in observational
studies. If experiments expose populations to a wider range
of environments, then there should be more variation in selec-
tion estimates among treatments within experimental stud-
ies than among spatial and temporal replicates within obser-
vational studies. If experiments displace populations from
their adaptive peaks by exposing them to environments that
are infrequently found in the wild (Estes and Arnold 2007),
then selection estimates from experimental studies should be
larger than estimates from observational studies.

Here, we analyze directional selection gradients from ex-
perimental studies using meta-analytic models (Morrissey
and Hadfield 2012) to address three objectives. The first ob-
jective was to explore whether the effect of manipulating the
environment on selection estimates depends on taxon, trait
type, or fitness component. Unlike previous meta-analyses
(e.g., Kingsolver et al. 2001), which explored whether direc-
tional selection gradients (8) vary among taxa, trait types,
and fitness components, our analysis explored whether the
magnitude of the difference in directional selection gradients
between treatments (i.e., |3; — |, where i and j denote dif-
ferent treatments) varies among taxa, trait types, and fitness
components. The second objective was to test two predic-
tions about the environmental factors that cause selection to
vary in space and time. To test the prediction that variation
in selection is more likely to be caused by biotic factors, we
compared the mean |3; — ;] from studies that manipulated
biotic factors and studies that manipulated abiotic factors.
To test the prediction that variation in selection is more likely
to be caused by environmental factors that have a large effect
on mean fitness, we estimated the relationship between di-
rectional selection gradients (8) and mean fitness across
treatments. The third objective was to determine how selec-
tion estimates vary depending on the context in which they
are measured. Specifically, we tested whether the effect of ma-
nipulating the environment on selection (|8, — §;|) differs
between experiments conducted in controlled versus field en-
vironments and whether directional selection gradients (3)
differ between experimental and observational studies.



Methods
Search Strategy

We searched the literature for experimental studies of phe-
notypic selection published between 1990 (when Wade and
Kalisz [1990] described how to infer the causes of selection
by experimentally manipulating the environment) and 2013.
First, we searched the Web of Knowledge (ver. 5.10; Thom-
son Reuters, Philadelphia) for papers that cited Wade and
Kalisz (1990). Second, we searched the Web of Knowledge
for papers that included the keywords “experiment®” or
“manipulat*” and cited Lande and Arnold (1983), Mitchell-
Olds and Shaw (1987), Schluter (1988), Schluter and Nychka
(1994), or Brodie et al. (1995). Third, we searched the Web of
Knowledge for papers that both cited Lande and Arnold
(1983) and included the keyword “adaptive plasticity”; this
search strategy identified experiments that manipulated the
environment and measured selection within each treatment
as described in Wade and Kalisz (1990) but with the goal
of determining whether phenotypic plasticity is adaptive.
Fourth, we searched the papers included in a review of selec-
tion on functional traits of plants (Geber and Griffen 2003).
Most papers in the database were identified using one of the
first three search strategies described above.

We included a paper in our database if it met four criteria.
First, selection differentials or gradients were measured for
quantitative traits. Differentials estimate both direct and in-
direct selection on a trait, whereas gradients estimate only
direct selection (Lande and Arnold 1983). Second, selection
differentials or gradients were standardized by the standard
deviation of the trait (Lande and Arnold 1983); although se-
lection estimates can also be standardized by the mean of the
trait (Hereford et al. 2004), few studies do so. Third, selection
differentials or gradients were measured in either >2 exper-
imentally manipulated environments or >2 transplant sites.
Fourth, selection was measured on phenotypic values rather
than on genotypic or breeding values (i.e., genotypic selec-
tion; Rausher 1992).

Database Construction

For each paper that we included in our database, we recorded
four types of data. First, we recorded the name of the study
species and whether it was a vertebrate, invertebrate, or plant.
Second, werecorded a description of the experimental manip-
ulation and treatments. Third, we recorded the mean and
standard error of traits and fitness components for each treat-
ment. Fourth, we recorded directional and quadratic selec-
tion differentials and gradients for each treatment, including
their associated standard errors, P values, and sample sizes.
Each paper contributed a minimum of two records to the da-
tabase, where a record included estimates of selection on a
single trait, via a single fitness component, in a single treat-
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ment level. The database is deposited in the Dryad Digital Re-
pository: http://dx.doi.org/10.5061/dryad.r19f8 (Caruso et al.
2017).

For each paper, we coded experiments into one of three
experimental context categories: laboratory, mesocosm, and
field (table 1). The laboratory category included experiments
conducted in indoor controlled environments such as green-
houses and growth chambers. The mesocosm category in-
cluded experiments conducted in outdoor controlled envi-
ronments such as experimental ponds, arrays, and gardens.
Both the laboratory and mesocosm categories included some
experiments conducted on phenotypically or genetically ma-
nipulated populations (e.g., hybrids, recombinant inbred
lines). In contrast, the field category included experiments
conducted on in situ natural populations in outdoor uncon-
trolled environments.

Each experiment was coded into one of four environmen-
tal factor categories: transplant, biotic, abiotic, and biotic+
abiotic (table 1). The transplant category included experi-
ments that transplanted populations into different field sites.
The biotic category included experiments that manipulated
one or more biotic factors such as predators, mutualists, and
competitors. The abiotic category included experiments that
manipulated one or more abiotic factors such as tempera-

Table 1: Number of estimates of directional selection gradients
in the database for each category of five moderator variables

Total no. records
(inc. reports
without SE)

No. records

Moderator, variable reporting SE

Taxon:
Invertebrate 73 89
Plant 604 1,262
Vertebrate 202 356
Trait type:
Life history 151 272
Morphology 411 829
Physiology 77 143
Size 240 463
Fitness component:
Fecundity 635 1,077
Mating success 120 152
Performance 50 269
Survival 58 187
Total fitness 16 22
Environmental factor:
Abiotic 195 355
Biotic 461 824
Both biotic and abiotic 107 175
Transplant 116 353
Experimental context:
Field 262 350
Laboratory 317 641
Mesocosm 300 716
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ture, soil moisture, and [CO,]. The biotic+abiotic category
included experiments that manipulated both a biotic and an
abiotic factor in the same experiment.

Within each experiment, we recorded two types of data
for each record of selection. First, we recorded the name of
the trait on which selection was measured and whether it was
a life-history, morphology, physiology, or size trait (table 1).
A few records (N = 21) estimated selection on traits such
as herbivore resistance that could not be coded into any of
our categories; these records were excluded from all analyses
and from table 1. Second, we recorded the name of the fitness
component used to measure selection and whether it was an
estimate of fecundity, mating, performance, survival, or to-
tal fitness (table 1). These trait and fitness component catego-
ries have been used in previous meta-analyses of phenotypic
selection (Kingsolver et al. 2001; Kingsolver and Diamond
2011) with two exceptions: the physiology category, which
includes records of selection on traits such as photosynthetic
rate and plasma testosterone concentration; and the perfor-
mance (sensu Arnold 1983) category, which includes rec-
ords of selection estimated via components such as above-
ground biomass that mediate the relationship between traits
and fitness.

Statistical Analyses

Although we compiled estimates of directional and quadratic
selection differentials and gradients, we analyzed directional
selection gradients. We analyzed directional rather than qua-
dratic selection estimates because the magnitude of quadratic
selection gradients and differentials are often underestimated
by 50% (Stinchcombe et al. 2008). We analyzed directional
selection gradients rather than differentials because there were
more than twice as many records of directional selection gra-
dients (N = 879) than of directional selection differentials
(N = 402). However, we included a supplemental analysis
of directional selection differentials in the appendix, part A
(appendix pts. A-D available online).

Objective 1: Conduct Exploratory Meta-analysis

For our exploratory meta-analysis, we tested whether the ef-
fect of experimentally manipulating the environment on se-
lection varied among taxa, trait types, and fitness components.
To do this, we estimated the magnitude of the difference in di-
rectional selection gradients between treatments (i.e., |8; —
B;], where i and j represent different treatments) and com-
pared the mean |B8; — (3| between categories of taxa, trait
types, and fitness components. Our focus on |8; — ;| differs
from the focus of previous exploratory meta-analyses (e.g.,
Kingsolver et al. 2001), which compared directional selection
gradients (3) between categories of taxa, trait types, and fit-
ness components.

To estimate the magnitude of the difference in directional
selection gradients between treatments (|3, — 8;|) for differ-
ent categories of taxa, trait types, and fitness components, we
fit the following mixed model:

3i,j,k = K + b+ m; + €ij> (1)
where 3 ;i are estimated selection gradients, indexed by i.
The moderator variable category (e.g., survival, when the
moderator variable is fitness component; see table 1 for all
moderator variable categories) is indexed by j. The study
is indexed by k, where a study is defined as >2 records of
selection gradients that are from the same experiment and
share the same variables (e.g., trait type, fitness component)
but were estimated in different treatments. Consequently,
most experiments contained multiple studies. We include
by in the model to distinguish between selection gradients
from different studies. Here, m, are sampling errors and
e;; are residuals; by are treated as random effects, distributed
according to b, ~ N(0, SE}), where the variance of the b,
terms (o3) is estimated. We draw m; from distributions with
known variance according to m; ~ N(0, SE}), where SE, are
the reported standard errors of 8 ijx- The residuals are as-
sumed to be drawn from separate normal distributions for
each category, j, of the moderator variable e;; ~ N(0, 0*(e);),
where each residual variance o°(e); is estimated separately.
Models were fit for each of the three moderator variables:
taxon, trait type, and fitness component (table 1).

The model described by equation (1) estimates the vari-
ance of the distribution of selection gradients (8) for each
moderator variable category. These variances were used to
estimate the mean absolute value of the difference in direc-
tional selection gradients between treatments (|3, — 3;|) for
each moderator variable category. Specifically, because the
mean absolute value of the difference between two indepen-
dent random gradients drawn from the same normal distri-
bution is [2/(7)"*]o(x) (Nair 1936), |8; — B;| could be cal-
culated as [2/(m)"*][0*(8);]"*, where 0*(B); is the estimated
variance of selection gradients in any given moderator vari-
able category.

The model described by equation (1) estimates the vari-
ance of the distribution of selection gradients (8) for each
moderator variable category without controlling for corre-
lations with other moderator variables and thus is a univar-
iate model. However, this univariate model could be mis-
leading because some moderator variables were correlated
with each other. For example, many transplant studies esti-
mated selection via survival or total fitness. To estimate the
mean absolute value of the difference in directional selec-
tion gradients between treatments (|8, — ;) for each mod-
erator variable category while controlling for correlations
among the five moderator variables in table 1, we fit a multi-
variate version of the model described by equation (1). This
model took the form



Bx‘,j,k = Mk + b+ m + Zei,j,ma (2)

where notation is the same as for equation (1) except that
effects are simultaneously included for each estimate, [3,- o
for each associated category j of each moderator variable,
indexed m, and the variance contributed by each category
of each moderator variable is independently specified (i.e.,
such that e;;,, ~ N(0, 6°(e),.;); see appendix, pt. B for addi-
tional information). The model described by equation (2)
estimates the variance of the distribution of selection gradi-
ents () for each moderator variable category. These vari-
ances were used to estimate the mean absolute value of the
difference in directional selection gradients between treat-
ments (|8; — B;]) for each moderator variable category as de-
scribed for equation (1), above. However, unlike |3; — ;| es-
timated from the univariate models, |3; — (3;] estimated from
the multivariate model was calculated relative to an arbi-
trary reference category of the moderator variable (e.g., mor-
phology for the trait type variable; fig. 1b).

To compare the mean |3, — (3;| between moderator vari-
able categories, we calculated Wald-type confidence inter-
vals. These confidence intervals were calculated using the
standard error of the mean absolute difference

1 2
o?[0?(B)] (W) >

where 0°[0%(8)] is the sampling variance of ¢*(f3), the esti-
mated variance of selection gradients in any given modera-
tor variable category. If the effect of manipulating the envi-
ronment on selection depends on taxon, trait type, or fitness
component, then the confidence intervals for moderator var-
iable categories (e.g., vertebrates and plants within the mod-
erator variable taxon) should not overlap. When the confi-
dence intervals for two moderator variable categories did
not overlap in the univariate analysis but did overlap in the
multivariate analysis, then we conservatively assumed that
the effect of manipulating the environment on selection did
not depend on taxon, trait type, or fitness component.

The models described by equations (1) and (2) and all
other models described below were fitted using the MCMC-
glmm package (Hadfield 2010) in R (R Development Core
Team 2013). Estimates of all parameters in these models
were obtained using data cloning (see appendix, pt. C; Lele
etal. 2007). Data cloning uses Bayesian Markov chain Monte
Carlo methods to calculate maximum likelihood estimates
of model parameters and their associated standard errors.
These maximum likelihood estimates, unlike estimates from
traditional Bayesian models, are not sensitive to the choice
of priors (Lele et al. 2007).
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Objective 2: Test Two Predictions about the Environmental
Factors That Cause Variation in Selection

If variation in selection is more likely to be caused by biotic
factors than by abiotic factors, then experimentally manip-
ulating biotic factors should have a larger effect on selection
than manipulating abiotic factors. To test whether experi-
mentally manipulating biotic factors had a larger effect on
selection, we fit the model described by equation (1) for the
moderator variable environmental factor (table 1). To con-
trol for correlations between environmental factor and the
other moderator variables (table 1), we also fit the multi-
variate model described by equation (2). Both models were
used to estimate the variance of the distribution of selection
gradients () for each environmental factor category. These
variances were used to estimate the mean |3, — 8;| and as-
sociated confidence intervals for each environmental factor
category as described in objective 1 above. If variation in
selection is more likely to be caused by biotic factors, then
the mean |8; — (3, for studies that manipulated biotic factors
should be larger than the mean |3; — ;| for studies that ma-
nipulated abiotic factors, and their confidence intervals should
not overlap.

If variation in selection is more likely to be caused by en-
vironmental factors that have a large effect on mean fitness,
then selection should be stronger in treatments where mean
fitness is relatively low. To test whether selection is stronger
in treatments where mean fitness is relatively low, we ana-
lyzed the subset of records (N = 493) that reported direc-
tional selection gradients, their associated standard errors,
and mean fitness for each treatment. These records were an-
alyzed by fitting a random regression meta-analytic mixed
model

By=p+B-W, +b+¢ W, +m+e, (3)

where the notation is as for equations (1) and (2), except that
w and B are the overall (fixed) intercept and slopes for the
regression of selection gradients on treatment-specific mean
fitness W7, and b, and ¢; are random (among study, indexed
7) slopes and intercepts of the same regression. The ran-
dom slopes and intercepts are assumed to be drawn from
the distribution [']; ~ N(O, "), where 3 is the variance-
covariance matrix of random slopes and intercepts.

The covariance of random slopes and intercepts describes
the dependence of the magnitude of selection on mean fit-
ness because population mean fitness in each treatment was
scaled by dividing by mean fitness across treatments within
studies and subtracting 1. A negative covariance would indi-
cate that selection gradients become less extreme as mean fit-
ness increases (assuming that p and B are small) and thus that
selection is stronger in environments where mean fitness is
relatively low.
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Figure 1: Mean (% 95% confidence interval) absolute value of the difference in directional selection gradients between treatments (i.e., |8; — Bj|,
where i and j denote different treatments) for categories of five moderator variables: trait type (a, b); fitness component (¢, d); taxon (e, f); en-
vironmental factor (g, h); and experimental context (i, j). The left column shows the results from univariate models that do not control for
correlations with other moderator variables. The right column shows the results from a multivariate model that controls for correlations among
moderator variables, where R denotes the reference category for each variable. Note that the scale of the Y-axis differs between moderator
variables. All analyses included only the subset of records that reported directional selection gradients and their associated standard errors.



Objective 3: Test How Selection Estimates Vary Depending
on the Context in Which They Are Measured

To test whether the effect of manipulating the environment
on selection estimates differs between experimental studies
conducted in controlled and field environments, we fit the
model described by equation (1) for the moderator variable
experimental context (table 1). To control for correlations be-
tween experimental context and the other moderator vari-
ables (table 1), we also fit the multivariate model described
by equation (2). Both models were used to estimate the var-
iance of the distribution of selection gradients () for each
experimental context category. These variances were used to
estimate the mean |8; — ;| and associated confidence in-
tervals for each experimental context category as described
in objective 1 above. If the effect of manipulating the envi-
ronment on selection differs between experimental studies
conducted in controlled and field environments, then the
confidence intervals for the moderator variable categories
laboratory, mesocosm, and field should not overlap.

To test whether selection estimates differ between exper-
imental and observational studies, we combined directional
selection gradients from experimental studies (N = 879)
with temporally and spatially replicated directional selection
gradients from unmanipulated natural populations (Siepiel-
ski et al. 2009, 2013 databases; N = 953). The combined
database included both spatially and temporally replicated
selection estimates because spatial variation and temporal var-
iation in selection are comparable (Morrissey and Hadfield
2012; Siepielski et al. 2013). Using this combined database,
we fit a mixed model

Bi,j,k = mt+ bj,k +m; + e, (4)

where Bi i are the estimated selection gradients, with i index-
ing individual estimates, j indexing studies (i.e., >2 records
of selection gradients that share the same variables but were
estimated in different treatments or replicates), and k index-
ing study type (experimental vs. observational). Thus, p, are
intercepts, or mean selection gradients, for each study type.
The random effects are defined according to by, ~ N(0, 03(b))
and e;; ~ N(0, o;(e)). The model described by equation (4)
was used to estimate (1) the variance (95% confidence inter-
val [CI]) in directional selection gradients among treatments
in experimental studies and among spatial and temporal rep-
licates in observational studies and (2) the mean (95% CI)
of directional selection gradients from experimental and ob-
servational studies. If experimental studies often expose pop-
ulations to a wider range of environments than observational
studies (Wootton and Pfister 1998), then the variance in 3
among treatments in experimental studies should be larger
than the variance in 8 among spatial and temporal repli-
cates in observational studies, and their confidence intervals
should not overlap. If experimental studies often expose pop-
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ulations to environments that displace them from their adap-
tive peaks (Estes and Arnold 2007), then the mean (3 from ex-
perimental studies should be larger than the mean § from
observational studies, and their confidence intervals should
not overlap.

Effects of Subsetting the Data Set

All of our analyses included only the subset (N = 879 rec-
ords from 51 published papers; table 1) of records that re-
ported both directional selection gradients and their stan-
dard errors. Although there is no reason to believe that the
subset of records that report standard errors is a biased sam-
ple of all records in our database, we also analyzed all of the
records (N = 1,707 records from 91 published papers; ta-
ble 1) that reported directional selection gradients using the
models described in equations (1)-(4) modified to remove
the sampling error term. However, the analyses of the full
data set (see appendix, pt. D) should be interpreted with cau-
tion; above and beyond any effects of analyzing a subset of
the data, not accounting for sampling error can inflate es-
timates of the mean and variance in selection, and either re-
duce or amplify any differences in selection between mod-
erator variable categories, depending on whether standard
errors vary among categories (Morrissey and Hadfield 2012;
Morrissey 2016). Consequently, only the analyses of the sub-
set of records that reported both directional selection gradi-
ents and their associated standard errors are described in
the results below.

Results
Description of the Database

The database of experimental studies included 879 records
that reported both directional selection gradients and their
associated standard errors (table 1). These records of selec-
tion came from 51 published papers that contained a median
of N = 2treatments (range = 2 — 7). There were more rec-
ords of selection from studies of plants (69%) than from
studies of vertebrates (23%) or invertebrates (8%); more rec-
ords of selection via fecundity (72%) than via mating (14%),
performance (6%), survival (6%), or total fitness (2%); and
more records of selection on morphology (47%) than on size
(27%), life history (17%), or physiology (9%). Records from
studies conducted in laboratory (36%), mesocosm (34%), and
field (30%) environments were equally represented. There
were fewer records of selection from studies that transplanted
organisms into contrasting environments (13%) than from
studies that manipulated the environment (87%). Among
studies that manipulated the environment, there were more
records of selection from studies that manipulated biotic fac-
tors (60%) than from studies that manipulated abiotic fac-
tors (26%) or both biotic and abiotic factors (14%).
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Objective 1: Conduct Exploratory Meta-analysis

The mean absolute value of the difference in directional se-
lection gradients between treatments (|3; — (3,|) varied among
trait types and fitness components (fig. 1a-1d). For trait type,
|B; — B, was larger when selection was measured on life-
history traits than on physiology, morphology, or size traits
(fig. 1a, 1b). For fitness component, | 3; — (3;| was larger when
selection was measured through survival than through fe-
cundity, mating, or performance (fig. 1c, 1d). These differ-
ences in |3; — 3;| between trait types and fitness components
were detected in both univariate (fig. 14, 1¢) and multivariate
(fig. 1b, 1d) models, suggesting that they are robust to any
effects of correlations between moderator variables.

In contrast to trait type and fitness component, there was
no effect of taxon type on the mean absolute value of the dif-
ference in directional selection gradients between treatments
(|8; — B;]). Although |B; — (3, was larger for studies of plants
than for studies of vertebrates in the univariate model (fig. le),
|8; — B;] did not vary with taxon type in the multivariate
model that controlled for correlations with other moderator
variables (fig. 1f).

Objective 2: Test Two Predictions about the Environmental
Factors That Cause Variation in Selection

The mean absolute value of the difference in directional selec-
tion gradients between treatments (|8; — (3;|) did not depend
on the type of environmental factor that was manipulated.
Instead, |8; — ;| was similar for studies that manipulated
biotic factors and studies that manipulated abiotic factors
(fig. 1g, 1h). Relative to |8; — (3;| from studies that manipulated
either biotic or abiotic factors, the mean absolute value of the
difference in directional selection gradients between treat-
ments was larger for studies that manipulated both biotic
and abiotic factors and for studies that transplanted popula-
tions into contrasting environments (fig. 1g). However, these
differences in |8; — f3;| between studies that manipulated
different types of environmental factors were not found in
the multivariate model that controlled for correlations with
other moderator variables (fig. 1h).

Selection was stronger in treatments where mean fitness
was relatively low. Across treatments, the covariance be-
tween directional selection gradients and mean fitness was
negative (slope-intercept covariance [95% CI] =—0.021
[—0.023, —0.019]). This negative covariance indicates that
within experimental studies, treatments with relatively low
mean fitness had larger positive or negative directional se-
lection gradients than treatments with relatively high mean
fitness (fig. 2a). Consequently, the mean variance in direc-
tional selection gradients was larger in treatments with rel-
atively low mean fitness than in treatments with relatively
high mean fitness (fig. 2b).

Objective 3: Test How Selection Estimates Vary Depending
on the Context in Which They Are Measured

The mean absolute value of the difference in directional se-
lection gradients between treatments (|8; — 3;|) did not dif-
fer between studies conducted in controlled and field envi-
ronments. Although |8, — ;| was larger for studies conducted
in field or mesocosm environments than in laboratory en-
vironments in the univariate model (fig. 11), this difference
was not found in the multivariate model that controlled for
other moderator variables (fig. 1).

Directional selection gradients () from experimental and
observational studies (fig. 3a) differed in two respects. First,
the variance in 8 (95% CI) among treatments in experimen-
tal studies (0.0214 [0.0209, 0.0220]) was about three times
greater than the variance in 8 among spatial and temporal re-
plicates in observational studies (0.0069 [0.0067, 0.0071]). This
difference between experimental and observational studies in
part reflects the smaller standard errors associated with direc-
tional selection gradients from experimental studies (fig. 3b).
Second, the mean (3 estimated in experimental studies (0.1115
[0.1083, 0.1149]) was about two times larger than the mean
B estimated in observational studies (0.0591 [0.0549, 0.0637]).

Discussion

Our analysis of selection estimates from experimental stud-
ies was guided by three objectives. First, we conducted an
exploratory meta-analysis and found that the effect of ex-
perimentally manipulating the environment on selection
(|8: — B;]) depended on trait type and fitness component.
Second, we tested two predictions about the environmental
factors that cause selection to vary in space and time and
found support for the prediction that variation in selection
is more likely to be caused by environmental factors that
have a large effect on mean fitness. Third, we tested how se-
lection estimates depend on the context in which they are
measured and found that there were differences between se-
lection estimates from experimental and observational stud-
ies. These results are discussed below.

Objective 1: Conduct Exploratory Meta-analysis

The effect of experimentally manipulating the environment
onselection depended on trait type; | 3; — ;| was larger when
selection was measured on life-history traits than on other
trait types (fig. 1a, 1b). A majority of these life-history traits
were estimates of phenology, such as the timing of germina-
tion or flowering, in short-lived plants. In short-lived organ-
isms, phenology traits are associated with stress avoidance
because an individual that accelerates its phenology can de-
velop rapidly and complete its life cycle prior to the onset of
biotic or abiotic stress (e.g., Stanton et al. 2000). If the intensity
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of biotic or abiotic stress differs between treatments in exper-
imental studies, then |8; — ;| should be larger when selec-
tion is measured on phenology traits that are associated with
stress avoidance.

The effect of experimentally manipulating the environ-
ment on selection also depended on fitness component; |3; —
f3;| was larger when selection was estimated via survival than
via other fitness components (fig. 1c, 1d). Selection estimated
via survival may differ from selection estimated via other fit-
ness components for two reasons. First, because survival is
multiplicative, the most accurate estimates of selection via
survival should come from studies that measure fitness over
a short time period. In contrast, estimates of selection via
other fitness components should not be sensitive to study
duration (Hoekstra et al. 2001). If many experimental stud-
ies measure fitness over a short time period, they may more
accurately estimate the effect of manipulating the environ-
ment on selection via survival than via other fitness compo-
nents. Second, selection via survival, by reducing the pheno-
typic variance, can constrain subsequent episodes of selection
via other fitness components (Wade and Kalisz 1989). This
constraint could explain why |8; — ;| was larger when se-
lection was estimated via survival than via other fitness com-
ponents.

Objective 2: Test Two Predictions about the Environmental
Factors That Cause Variation in Selection

There was not support for the prediction that variation in se-
lection is more likely to be caused by biotic factors than by
abiotic factors; the magnitude of the difference in directional
selection gradients between treatments (|3, — ;) was simi-
lar for studies that manipulated biotic factors and studies
that manipulated abiotic factors (fig. 1g, 1h). This compari-
son between studies that manipulated different types of en-
vironmental factors assumes that the effects of the biotic en-
vironment and the abiotic environment on selection are
independent of each other. However, abiotic factors can in-
directly affect selection by changing the biotic environment
(Calsbeek et al. 2012). For example, selection for larger beak
size in Darwin’s finches was caused by extreme drought (an
abiotic factor) that reduced seed production and thus indi-
rectly increased the intensity of competition for food (a bi-
otic factor; Boag and Grant 1981). Similarly, manipulating
[CO,] (an abiotic factor) indirectly decreased the importance
of competition (a biotic factor) as an agent of selection on
Arabidopsis (Lau et al. 2010). Even when the effects of the bi-
otic and abiotic environment on selection are independent
of each other, it may be difficult to determine their relative
importance from short-term studies (such as the studies in
our database) that manipulate the environment within a sin-
gle generation. If biotic factors are more important causes
of selection because Red Queen dynamics cause the biotic
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environment to change in a consistent direction across many
generations (reviewed in Brockhurst et al. 2014), then long-
term studies will be necessary to determine the relative im-
portance of biotic and abiotic factors as causes of selection.

In contrast to the prediction that variation in selection is
more likely to be caused by biotic factors, the prediction that
variation in selection is more likely to be caused by environ-
mental factors that have a large effect on mean fitness was
supported; directional selection gradients were larger in treat-
ments where environmental factors caused mean fitness to
be relatively low than in treatments where environmental
factors caused mean fitness to be relatively high (fig. 2). This
relationship between the strength of selection and mean fit-
ness is, in principle, inevitable because the opportunity for
selection, which places an upper limit on the strength of se-
lection, is larger in environments where mean fitness is rel-
atively low (Rundle and Vamosi 1996). However, in practice,
the expected relationship between the strength of selection
and mean fitness may be obscured for three reasons. First,
selection will always be weaker than the upper limit placed
by the opportunity for selection (Crow 1958; Krakauer et al.
2011). Second, selection cannot act when mean fitness is zero
because no individuals survive or reproduce. Third, envi-
ronmental factors that do not have a large effect on mean fit-
ness can still cause selection to vary in space and time by
affecting the shape of the relationship between a trait and
fitness (i.e., the fitness function) or by affecting the distribu-
tion of a trait (Weis et al. 1992; Steele et al. 2011). Yet we were
still able to detect a relationship between the strength of se-
lection and mean fitness, suggesting that the opportunity for
selection is an important determinant of the strength of se-
lection not just in principle but also in practice (Krakauer
et al. 2011; Sletvold and Agren 2016).

Objective 3: Test How Selection Estimates Vary Depending
on the Context in Which They Are Measured

The effect of manipulating the environment on selection es-
timates was similar for experimental studies conducted in
controlled and field environments; |8; — ;| did not differ
between studies conducted in the laboratory, in mesocosms,
and in the field (fig. 1j). Most previous meta-analyses of se-
lection estimates (i.e., Kingsolver et al. 2001; Siepielski et al.
2009, 2011, 2013; Kingsolver and Diamond 2011) focused
on studies conducted in unmanipulated natural populations,
and thus did not compare selection estimates between con-
trolled and field environments. However, one meta-analysis
that included experimental studies (Geber and Griffen 2003)
found that selection on plant functional traits did not con-
sistently differ between studies conducted in greenhouses,
common gardens, and natural populations. These results sug-
gest that selection estimates from studies conducted in con-
trolled and field environments are similar, despite the difficulty
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of adequately simulating a complex field environment in the
laboratory (Irschick 2003; Zajitschek and Bonduriansky 2014).

Although selection estimates did not differ between exper-
imental studies conducted in controlled and field environ-
ments, they did differ between experimental and observational
studies. Selection gradients varied more among treatments
in experimental studies than among spatial and temporal rep-
licates in observational studies, as expected if experimental
studies expose populations to a wider range of environments
than observational studies (Wootton and Pfister 1998). Selec-
tion gradients from experimental studies were also larger than
gradients from observational studies, as expected if experi-
ments displace populations from their adaptive peaks (Estes
and Arnold 2007). Finally, selection gradients from experi-
mental studies had smaller standard errors than gradients
from observational studies (fig. 3b), indicating that experi-
mental studies produce more precise selection estimates than
observational studies and thus should have more power to
detect the effect of an environmental factor on selection than
observational studies. These results suggest that experimen-
tal studies should be the preferred approach to identifying
the environmental factors that cause variation in selection
not just because experiments can unambiguously determine
causality (Wade and Kalisz 1990) but also because they can
estimate relationships between environmental factors and
selection estimates that would not be apparent in observa-
tional studies.

Limitations of the Database

Although we compiled >1,700 records of selection from
the >90 published papers that have been published since
Wade and Kalisz (1990), our database had four limitations.
First, nearly half of the records (49%) in the database did
not report both directional selection gradients and their as-
sociated standard errors. These records were excluded from
our primary analyses, representing a loss of information about
the environmental factors that cause variation in selection.
Second, more than half of the records (71%) in the database
did not report estimates of mean fitness in addition to selec-
tion gradients and their associated standard errors. This lack
of fitness estimates limited our ability to test whether the re-
lationship between the strength of selection and mean fit-
ness varied depending on taxa, trait types, fitness components,
or environmental factors. Third, the species used in the ex-
perimental studies included in our database largely did not
overlap with the species used in observational studies in-
cluded in other databases of selection estimates (Siepielski
etal. 2009, 2011, 2013; Kingsolver and Diamond 2011). This
lack of overlap is problematic because observational studies
can generate hypotheses about the environmental factors that
cause variation in selection that can then be tested with exper-
imental studies (Wade and Kalisz 1990). Fourth, the database

contained too few experimental studies to test more specific
hypotheses about the environmental factors that cause var-
iation in selection. For example, few experimental studies of
phenotypic selection have manipulated interspecific com-
petition, which limits our ability to test the hypothesis that
competitor-mediated selection causes the evolution of biodi-
versity (reviewed in Pfennig and Pfennig 2012).

Conclusions

Our meta-analysis provides two guidelines for future studies
of the causes of selection. First, future studies should not as-
sume that biotic environmental factors are more important
causes of variation in selection than abiotic factors. Although
there are specific study systems where biotic factors are more
important agents of selection (e.g., Lau and Lennon 2011),
these results cannot be generalized across study systems. Sec-
ond, future studies should focus on the effects of environ-
mental factors on mean fitness (e.g., Benkman 2013; Sletvold
etal. 2017). If environmental factors do not interact, then the
factor that has the largest effect on mean fitness is predicted
to be the most important cause of variation in selection. Al-
though these guidelines are not a substitute for thoroughly
understanding how organisms interact with their environ-
ment, they can facilitate the study of the causes of selection
by making predictions about which environmental factors
are most likely to cause selection to vary in space and time.
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